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Abstract—Geological faults comprise large-scale segmenta-

tion and small-scale roughness. These multi-scale geometrical

complexities determine the dynamics of the earthquake rupture

process, and therefore affect the radiated seismic wavefield. In

this study, we examine how different parameterizations of fault

roughness lead to variability in the rupture evolution and the

resulting near-fault ground motions. Rupture incoherence natu-

rally induced by fault roughness generates high-frequency

radiation that follows an x-2 decay in displacement amplitude

spectra. Because dynamic rupture simulations are computationally

expensive, we test several kinematic source approximations

designed to emulate the observed dynamic behavior. When sim-

plifying the rough-fault geometry, we find that perturbations in

local moment tensor orientation are important, while perturbations

in local source location are not. Thus, a planar fault can be

assumed if the local strike, dip, and rake are maintained. We

observe that dynamic rake angle variations are anti-correlated

with the local dip angles. Testing two parameterizations of

dynamically consistent Yoffe-type source-time function, we show

that the seismic wavefield of the approximated kinematic ruptures

well reproduces the radiated seismic waves of the complete

dynamic source process. This finding opens a new avenue for an

improved pseudo-dynamic source characterization that captures

the effects of fault roughness on earthquake rupture evolution. By

including also the correlations between kinematic source param-

eters, we outline a new pseudo-dynamic rupture modeling

approach for broadband ground-motion simulation.

Key words: Earthquake rupture dynamics, fault-surface

roughness, physics-based ground-motion simulations, near-fault

shaking, seismic hazard.

1. Introduction

Standard ground-motion estimation procedures

for seismic hazard assessment utilize empirical

methods. The underlying empirical models, known as

ground-motion prediction equations (GMPEs), are

developed from strong-motion recordings of past

earthquakes. They are used to quantify the expected

shaking level for an earthquake of given magnitude,

at some selected source-to-site distance, potentially

involving additional parameters for source and site

properties (e.g., Power et al. 2008; Mai 2009;

Bozorgnia et al. 2014). The reliability of such

empirical models critically depends on the input

dataset, that is, the available strong-motion records

and related metadata. However, strong-motion data-

bases are limited, in particular for near-field

observations of large (M[ 7) earthquakes. There-

fore, developing region-specific GMPEs is still

difficult for most of the seismogenic regions across

the globe. To overcome this limitation, recordings

from several tectonic regimes are combined under the

ergodicity assumption that earthquake source prop-

erties and seismic wave propagation effects either are

identical or can be accounted for (e.g., Anderson and

Brune 1999; Delavaud et al. 2012; Stewart et al.

2015). It is then necessary to justify the appropri-

ateness of the GMPE for region-specific applications

based on pre-specified selection criteria (e.g., Bom-

mer et al. 2010), or to apply corrections before using

them for different seismotectonic conditions (e.g.,

Campbell 2003; Bora et al. 2014).

Due to the increase in strong-motion instrumen-

tation, and consequently increasing numbers of

reliably recorded data and metadata, current GMPEs

can be considered well constrained in the distance

range 20–30 km for moderate (M 6–6.5) earthquakes

(Chiou et al. 2008; Akkar et al. 2014; Ancheta et al.
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2014). However, data coverage remains sparse for

larger earthquakes (M[ 7), especially at closer dis-

tances (R\ 20 km). Therefore, GMPEs for this

magnitude-distance range are unreliable, while inde-

pendent testing of the corresponding GMPE

predictions requires either many more earthquake

recordings (available only in future decades) or

advanced physics-based numerical simulations. We

remark that typically GMPEs have been found to well

constrain the median value of a chosen ground-mo-

tion parameter (e.g., peak ground velocity, PGV, or

spectral acceleration at some period T, SAT), while

the variability (so-called sigma, r) is often not well

quantified. Therefore, GMPE-based near-source

shaking estimation for large earthquakes is highly

uncertain, in particular for long return periods for

which ground-motion variability drives the seismic

hazard (e.g., Bommer and Abrahamson 2006; Stras-

ser et al. 2009) As a result, the earthquake

engineering and seismological communities continue

to discuss how to parameterize, improve, and select

GMPEs for probabilistic seismic hazard assessment

(PSHA) (e.g., Wang and Zhou 2007; Kluegel 2007).

To overcome the limitations of empirical equa-

tions for ground-motion prediction, simulation-based

approaches are increasingly used. Pragmatic approa-

ches are built on stochastic point-source simulations,

potentially extended to account for finite-source

effects (e.g., Atkinson et al. 2009); however, these

methods ignore 3D wave propagation effects and the

known complexity of the earthquake rupture process.

More realistic methods include the complete physics

of seismic wave excitation and propagation in real-

istic three-dimensional Earth models. For instances,

using a kinematic rupture model (by a priori speci-

fying fault displacement, rupture propagation and

local slip rate function) in combination with a modern

wave propagation solver allows accounting for 3D

geologic structure and rupture complexities (e.g., Mai

et al. 2010; Graves and Pitarka 2010, 2016; Roten

et al. 2014).

A further refinement in ground-motion simulation

invokes ab initio computations of the dynamic rupture

process, starting from stress and friction on a possibly

geometrically complex fault surface embedded in a 3D

Earth model. Such computationally expensive simu-

lations provide physics-based self-consistent rupture

evolution and associated seismic radiation (e.g., Day

1982; Oglesby and Day 2002; Ripperger et al.

2007, 2008). This latter approach is physically desir-

able, but computationally more demanding than

kinematic ground-motion calculations. Therefore,

Guatteri et al. (2004) developed the first so-called

pseudo-dynamic approach, based on correlations

between dynamic source quantities (e.g., stress drop,

fracture energy, slip-weakening distance) and the

resulting kinematic rupture parameters (slip, peak slip

rate, rise time, local rupture onset time). Subsequently,

Schmedes et al. (2010) andMena et al. (2012) extended

and refined this first pseudo-dynamic model based on

large sets of additional dynamic rupture simulations for

different parameterizations of the initial dynamic

source quantities. Other studies focused on under-

standing in more detail the correlations between

earthquake source parameters (e.g., Schmedes 2013;

Song and Somerville 2010; Song et al. 2013; Causse

and Song 2015).

In this context, pseudo-dynamic means that the

kinematic rupture process, quantified in terms of slip,

slip rate, slip duration (rise time), and rupture onset

time (related to rupture speed) at each point of the

fault are specified according to principles of earth-

quake dynamics. In addition, the local source-time

function (STF) needs to be specified, which is often

done using the ‘‘classic’’ Brune parameterization

(Brune 1970), while more recent parameterizations

emulate the characteristics of the Kostrov function

(Kostrov 1964) or Yoffe function (Yoffe 1951) (e.g.,

Tinti et al. 2005; Dreger 2007; Liu et al. 2006; see

Mena et al. 2010 for a review). Ideally, any such

pseudo-dynamic source parameterization is obtained

from a wide range of dynamic rupture simulations. In

this case, pseudo-dynamic source models capture the

essential earthquake rupture physics, but are still

inherently kinematic representations of the rupture

process. Limitations in current pseudo-dynamic

source modeling are related to simple planar fault

geometry (no segmentation) in the underlying

dynamic simulations, leading to rather smooth rup-

ture evolution and inefficient radiation of higher

frequencies, although empirical corrections for this

shortcoming have been proposed (e.g., Graves and

Pitarka 2010, 2016). The advantage of a pseudo-dy-

namic source characterization is that it limits running
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costly (in terms of CPU requirements) numerical

simulations for ground-motion simulations. The lar-

gest computational advantage arises for solving

problems with many sources but few receivers. In this

case, one can exploit reciprocity to obtain synthetic

seismograms, leading to many orders of magnitude

fewer simulations than when only solving forward

problems. This approach is used, for instance, in the

CyberShake approach (Graves et al. 2011), and it is

also coded into a widely used implementation of the

frequency–wave number integration method (Spu-

dich and Xu 2003).

Earthquake-bearing faults contain structural (geo-

metrical) complexities over a wide range of size scales,

comprising large-scale features such fault segmenta-

tion and fault branches (e.g., Ben-Zion and Sammis

2003; Bistacchi et al. 2011) as well as small-scale fault

roughness, that is, topographic variations of the fault

surface (e.g., Power and Tullis 1991; Renard et al.

2006; Sagy et al. 2007; Sagy and Brodsky 2009; Can-

dela et al. 2009, 2012). For large-scale geometrical

complexity, we use the terminology of fault segmen-

tation, whereby an earthquake is composed of several

deterministically known rupture surfaces. In this study,

we do not consider fault segmentation effects on rup-

ture dynamics and near-field seismic radiation

described elsewhere (e.g., Aochi and Madariaga 2003;

Aochi and Douglas 2006; Oglesby et al. 2008; Oglesby

and Mai 2012; Aochi and Ulrich 2015). On the other

hand, small-scale roughness is not known determinis-

tically, but well characterized statistically from field

observations (e.g., Candela et al. 2009, 2012) and

seismological models (Causse et al. 2010; Mai and

Beroza 2002; Lavallee et al. 2006).

In our study, we aim to extend the pseudo-dynamic

source characterization to include effects of fault

roughness that represents small-scale geometrical

variations of the rupture surface with respect to a

mathematically idealized plane. We conduct a suite of

dynamic earthquake simulations for various rough-

fault realizations and analyze their kinematic rupture

behavior and radiated seismic wavefield. We examine

correlations between the kinematic rupture source

parameters to develop a more realistic pseudo-dy-

namic source representation for ground-motion

simulations. Fault roughness leads to two effects that

arise due to the fault’s non-planarity, namely variations

in the out-of-plane position of local moment rate

functions (e.g., perturbation in source location), and

perturbations in moment tensor orientation. We

investigate whether these geometric effects are of

importance for near-fault groundmotions.We find that

the moment tensor orientation needs to be preserved,

while the out-of-plane position is of secondary

importance. This leads to an effective geometric sim-

plification for specifying the kinematic rupture, in

which variably oriented moment tensor sources are

imposed on a planar fault, that accurately reproduces

the seismic waves of the full rough-fault dynamic

rupture. In combination with improved source param-

eter correlations, we propose an innovative pseudo-

dynamic rupture modeling approach that generates

realistic rupture scenarios and broadband near-fault

ground motions for seismic hazard quantification.

2. Methods and Parameterizations

In this section, we briefly outline the numerical

modeling approach we deploy to conduct dynamic

rupture simulations and describe our rough-fault

parameterization. We use a second-order (in space

and time) generalized finite-difference method that

allows for complex fault geometries through a sup-

port-operator method and stretched grids that are

mapped onto a computational coordinate system (Ely

et al. 2008, 2009). This so-called SORD-code also

naturally handles 3D Earth structure. Grid spacing

and time stepping are set to ensure numerical stability

(Ely et al. 2008), according to the chosen Earth

model. Because we want to isolate source effects

from wavefield intricacies (i.e., due to scattering in

3D Earth structure), we assume a linear-elastic uni-

form velocity-density Earth model with

Vp = 6000 m/s, Vs = 3464 m/s, and q = 2700 kg/

m3. Taking 12 points per minimum wavelength as a

nominal requirement to adequately resolve the seis-

mic wavefield for a spatial discretization of

dx = 50 m, the maximum reliable frequency is

fmax * 5.75 Hz. The computational time step is

dt = 0.004 s. The computational domain spans

150 km 9 120 km 9 30 km, with a pre-specified

fault plane of 30 km 9 15 km. We note that the

dynamic rupture may not propagate over the entire
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fault plane, because roughness, friction, and stress

conditions may lead to early rupture arrest. We target

M * 7 scenarios of strike-slip earthquakes on an

essentially vertical fault plane, satisfying common

source scaling relations (e.g., Mai and Beroza 2000;

Leonard 2010). Virtual seismic stations are placed at

a regular interval of h = 2 km (Fig. 1) at the Earth

surface to extract the three components of ground

motion from which we then compute near-fault

shaking parameters.

For the dynamic rupture simulations, we assume a

linear slip-weakening friction law with friction

parameters as follows: static friction coefficient,

ls = 0.677, dynamic (sliding) friction coefficient,

ld = 0.373, and slip-weakening distance, dc = 0.4 m.

The tectonic background stress tensor is chosen

homogenous with rxx = ryy = -60 MPa,

rzz = rxz = ryz = 0 MPa, and initial shear traction

rxy as listed in Table 1. Homogenous background

stress resolved on a complex-geometry fault plane

leads to heterogeneous initial stress for rupture. For

completeness, we note that fault opening (tensile

crack, mode I) is not allowed in our simulations.

Furthermore, to minimize effects due to the artificial

initiation by an overstressed asperity, the hypocenter

locations (with respect to the roughness) were chosen

to be in areas which are close to failure. For linear slip-

weakening and fully elastic medium, very large slip

rates may occur, in particular close to the free surface.

To minimize this effect, we linearly increase the

cohesion in the upper 4 km, reaching 2.4 MPa at the

Earth’s surface.

We consider three rough-fault realizations, scaled

by two different values that define the ‘‘height’’ above

the planar fault surface. By means of shifting the

roughness pattern periodically, but keeping the same

relative position of the hypocenter with respect to the

roughness, we are able to efficiently generate many

rupture scenarios. To also investigate the effects of

the choice of the hypocenter position on the dynamic

rupture process (and resulting ground motions), we

vary the nucleation point to be in the left, in the

center, or in the right of the fault plane (Table 1).

Following Galis et al. (2015), we use fixed dimension

of the nucleation patch and increase overstress until

successful initiation. Initial tractions (constant in the

domain) and the stress perturbation in the rupture-

initiation zone are selected to ensure rupture nucle-

ation and propagation. In total, we investigate 21

rough-fault dynamic rupture simulations (Table 1).

To parameterize fault roughness in terms of out-

of-plane fault geometry, we generate fault-surface

realizations as random band-limited two-dimensional

surfaces (based on Pardo-Iguzquiza and Chica-Olmo

1993) in which roughness is quantified using the

power spectral density of the von Karman correlation

function. Correlation lengths ax, az are chosen to be

3 km, and the Hurst exponent is chosen as H = 1.

This choice of H = 1 generates a high-wave number

fall-off of the power spectral density consistent with

previous studies that assume self-similar fractal sur-

faces (Dunham et al. 2011; Shi and Day 2013). As

discussed further by Shi and Day (2013), this is

reasonably consistent with observations, especially

over the limited bandwidth of our simulations, though

such observations are better fit by self-affine fractal

surfaces having smaller H (Candela et al. 2012). The

amplitude variations are then scaled according to the

ratio of the RMS (root-mean-square of fault rough-

ness) to the along-strike source dimension Lx, taking

on values of 0.005 and 0.0075. This approach is

similar to the method of Dunham et al. (2011) who

Figure 1
Map view of the fault and receiver geometry for rough-fault

dynamic rupture simulations. The nominal fault plane is essentially

vertical, the black undulating line marks the surface projection of

the rough-fault realization for simulation case A1. Epicenters are

located toward the left and right edge of the fault, and in the center

(see Table 1). The triangles indicate virtual stations used to study

kinematic representations of rough faults (the locations depicted by

white triangles are used to compare waveforms, Fourier-amplitude

spectra and response-spectral characteristics in subsequent figures)

and the dots represent the dense grid of virtual stations used for

ground-motion analysis
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specify fault roughness using the amplitude-to-

wavelength ratio a * 10-2. Wavelengths shorter

than 500 m (that is 10 grid points) are removed by

setting the power spectral density to zero at the

respective wave numbers k. This process generates

the desired random band-limited fault surfaces that

undulate in-and-out of the nominal (mathematical)

rupture plane (Fig. 2). Note that despite identical

RMS/L value (RMS/L = 0.005) for models A, C, and

E, their spatial patterns vary due to different random

seed numbers in the random number generator.

Models B, D, and F share the spatial pattern with

models A, C, and E, respectively, but RMS/

L = 0.0075 results in larger roughness amplitudes.

3. Rough-Fault Dynamic Rupture Properties

Wenowdescribe key aspects of the dynamic rupture

behavior due to different roughness parameterizations

and hypocenter locations, as well as the resulting

ground-motion characteristics in the near-field. The

seismic wavefield is stored for a dense grid of receivers

(Fig. 1), but we focus on a few representative locations

to discuss waveform and spectral characteristics of

synthetic seismogram,while ShakeMap-like displays of

the spatial distributions of peak ground velocity (PGV)

illustrate the overall near-field characteristics.

3.1. Rupture Dynamics for Different Rough-Fault

Parameterizations

To document the rupture complexity generated

when considering dynamic ruptures on rough faults,

we first display snapshots (at 1-s time intervals) of

slip velocity magnitude for model A1 and B1

(Fig. 3). The key observation is that a small change

in the roughness amplitude (from RMS/

L = 0.005–0.0075) significantly modifies the

space–time evolution of the rupture process. For

A1, the rupture first propagates predominantly in

up/down dip directions (that is, in anti-plane mode)

and only later develops a consistent rupture front

propagating in along-strike direction (predominantly

Table 1

Model parameters for the rough-fault simulations

Model RMS/L Realization (rand. seed) HC location rxy, Initial shear traction (MPa) Initiation perturbation (MPa) Mw

A1 0.005 87 Left 29.38 5.8 6.87

A2 0.005 87 Center 29.38 5.8 6.89

A3 0.005 87 Right 29.38 5.8 6.87

B1 0.0075 87 Left 31a 5.8 6.83

B1b 0.0075 87 Left 32a 5.8 6.87

B2 0.0075 87 Center 31a 5.8 6.85

B3 0.0075 87 Right 31a 5.8 6.83

C1 0.005 29 Left 29.38 7.5 6.87

C1b 0.005 29 Left 29.38 6.5 6.87

C2 0.005 29 Center 29.38 7.5 6.9

C3 0.005 29 Right 29.38 7.5 6.87

D1i 0.0075 29 Lefta 31.5a 3.075 6.84

D2i 0.0075 29 Centera 31.5a 3.075 6.87

D2 0.0075 29 Center 31.5a 3.075 6.87

D3i 0.0075 29 Righta 31.5a 3.075 6.84

E1 0.005 404 Left 29.38 7.15 6.88

E2 0.005 404 Center 29.38 7.15 6.89

E3i 0.005 404 Right 31a 5.05 6.95

F1 0.0075 404 Left 31a 2.5 6.82

F2 0.0075 404 Center 31a 2.5 6.82

F3i 0.0075 404 Right 32a 4.25 6.87

We consider three rough-fault realizations (that is, three different random seed values), two values for defining the ‘‘height’’ above the planar

fault surface (i.e., two RMS/L values), and three hypocenter locations. Initial tractions (constant in the domain) and the stress perturbation in

the rupture-initiation zone are selected to ensure rupture nucleation and propagation. Entries marked by a letter (a) deviate slightly from the

targeted value to ensure successful initiation and rupture propagation. In total, we investigate 21 rough-fault dynamic rupture simulations
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in-plane mode). This rupture pattern is in contrast to

the typical behavior seen on planar faults, where

ruptures tend to propagate faster in in-plane direction

and slower in anti-plane direction, leading to ellip-

tical rupture shape. We conjecture that the stronger

promotion of the anti-plane mode here is conse-

quence of the critical crack length for anti-plane

mode being shorter than for in-plane mode (e.g.,

Andrews 1976a, b). As can be seen in Fig. 4, low

rupture speed and peak slip rates together with more

complex rupture shape are characteristic for the first

phase. However, as soon as the rupture forms the

coherent rupture front, it continues to propagate with

only tiny variations in the shape of the rupture front

and peak slip rates. In contrast, B1 is characterized by

an overall shorter, yet more complex rupture evolu-

tion that contains multiply connected rupture fronts

and isolated areas in which rupture almost arrests.

Remarkable variations of peak slip rate together with

a complicated rupture front are observed even after a

coherent rupture front is formed. The difference in

duration of rupture propagation (*18 s for A1

compared with *13 s for B1) is a consequence of

the longer initiation phase in A1, and not a conse-

quence of faster rupture propagation in B1. To insure

that model B1 propagates over the entire fault plane,

its initial background shear stress was raised to

31 MPa, compared to model A1 in which the initial

shear stress was 29.38 MPa. Interestingly, the com-

plex rupture pattern does not manifest itself in a

complex spatial distribution of final slip; conse-

quently, the final slip of A1 and B1 are remarkably

similar (Fig. 4).

Figure 4a–f provides simple summary plots of the

kinematic source parameters final slip, peak slip rate,

rupture speed, andmoment rate function for simulations

A1, B1, C1, D1i, E1, and F1 (Table 1), with the

hypocenter at the left edge of the fault. Ruptures that

nucleate close to the fault edges tend to propagate as

rupture pulses, whereas ruptures initiated in the fault

center (A2, B2, C2, D2, D2i, E2, and F2; not shown)

reveal a more crack-like propagation. Consistent with

our model setup, the final moment magnitudes, Mw, fall

in the range 6.8–7 (Table 1).Wenote that rougher faults

(RMS/L = 0.0075) tend to produce somewhat smaller

magnitudes than less rough faults (RMS/L = 0.005),

indicated by average magnitudes of Mw 6.84 and Mw

6.89, respectively. Ignoring the region of forced rupture,

rupture propagation appears overall smooth for RMS/

L = 0.005 (models A, C, E), with near-constant rupture

speedVr = 2.0–2.5 km/s. However, these ruptures tend

to slowdown in regions of steep restraining slopesdue to

the roughness (i.e., slopes with increased initial normal

traction due background stress and orientation of the

slope) before being able to propagate over these

geometrical obstacles. Similarly, rupture speed tends

to be higher in regions with releasing slopes (i.e., slopes

at which normal traction is reduced). In contrast, if

roughness is stronger (RMS/L = 0.0075), the rupture

front is much more complicated, often multiply con-

nected, showing isolated patches of almost arrested

rupture or strong localized rupture acceleration.Locally,

rupture speed Vr exceeds the shear wave speed, but

extended regions of super-shear ruptures are absent.

These localized zones (‘‘islands’’) of Vr reaching the P

wave speed indicate strong small-scale heterogeneity

that will affect high-frequency seismic radiation. These

islands correspond to either asperities, which are

triggered by stress changes induced by propagating

waves, or barriers, which break after the main rupture

front passes by.

We observe that peak slip rate distributions on the

fault are smoother than those of rupture velocity.

Peak slip rates are mostly in the range of 2–5 m/s,

occasionally exceeding 5 m/s locally (e.g., A1, close

the surface). We expect that using a rate-and-state

friction law with velocity strengthening at shallow

depths and/or including plasticity in the simulations

(e.g., Dunham et al. 2011; Shi and Day 2013) would

limit the slip rates, as proposed by Andrews (2005).

On the other hand, the localized high slip rates have

only marginal effects on the radiated wavefield, as

shown in a separate simulation discussed below. Peak

slip rate tends to be lower in regions of restraining

slopes; however, it varies significantly in regions of

releasing slopes, suggesting that peak slip rate is

highly sensitive to the local breakdown conditions at

bFigure 2

Realizations A, C, and E (see Table 1) of rough-fault rupture

surfaces. The black stars mark the chosen rupture-initiation points

(note that we use fixed position of hypocenter with respect to the

roughness). Models B, D, and F share the spatial distribution of

roughness with models A, C, and E, respectively, but with higher

amplitude (in terms of RMS/L). See text for details and Table 1
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the crack tip, rather than to the underlying fault

roughness.

Complex rupture behavior can also be identified

from the total moment rate functions that often show

2 or 3 peaks, indicating different rupture episodes

(Fig. 4). Multiple peaks may occur for different

reasons. For example, for model A1 the rupture first

phase is characterized by small moment release; only

after the formation of a coherent rupture front (at

*10 s), the rupture starts radiating more energy. In

Figure 3
Snapshots (at 1-s time interval) of dynamic rupture simulation on rough faults for cases A1 (top) and B1 (bottom) (see also Table 1). The series

of snapshots captures differences in rupture propagation due to small variation of fault roughness. For A1, rupture propagation is first

characterized by a slow rupture speed and low peak slip rates, followed by a formation of a coherent rupture front with higher peak slip rates.

In contrast, for B1, we observe much more complex rupture with multiple rupture fronts and significant variations of peak slip rate

P. M. Mai et al. Pure Appl. Geophys.



contrast, in model D1i the initiation phase is very

short and rupture propagates relatively soon (corre-

sponding to the first peak in moment rate). However,

then the rupture hits a barrier and is almost arrested

(local minimum in moment rate at *10 s). Eventu-

ally, rupture breaks the barrier and continues to

propagate, leading to the second peak in moment rate

function. Rupture scenarios with hypocenter in the

center of the fault plane display simpler moment rate

functions with almost triangular shape, owing to the

bilateral rupture propagation.

Maximum fault slip reaches *3 m for scenarios

with hypocenters close to the fault edge. On a larger

scale, the slip distribution is relatively uniform, akin

to slip distribution from ruptures on planar uniform

faults. Overlain over the large-scale slip pattern, the

ruptures show small-scale slip variations that resem-

ble the underlying fault roughness pattern. More

Figure 4
Graphical display of final slip (first column, in meters), peak slip rate (second column, in m/s), rupture speed (third column, in km/s), and the

total moment rate function (fourth column, Nm/s) for six rough-fault dynamic rupture scenarios with nucleation at the left edge of the fault

(indicated by the black star see Table 1). Contour lines in the first, second, and third columns depict the rupture front at 1-s intervals. A1, C1,

and E1 share the same roughness value (RMS/L = 0.005), likewise B1, D1i, and F1 (RMS/L = 0.0075), but different random seed values

hence different roughness patterns. Roughness patterns for A1 and B1, C1, and D1i, as well as E1 and F1 are created with the same random

seed values
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precisely, slip tends to be higher or lower in regions

of releasing or restraining slopes, respectively. For

models with hypocenter in the center, the slip

distribution has a clear maximum in the hypocentral

region, with maximum slip reaching *3.5 m.

Although the heterogeneity of the final slip map

seems to resemble the underlying fault roughness

pattern, individual large asperities (aside from the

nucleation region) are not present. However, local-

ized high-slip patches (i.e., slip asperities) are

expected from earthquake source inversion studies

that provide evidence for the complexity of fault slip

and the concentration of seismic moment release

within limited fault regions (e.g., Hartzell and Heaton

1983; Ide 2007; Mai and Beroza 2002; Mai and

Thingbaijam 2014; Thingbaijam and Mai 2016). We

hypothesize that to obtain realistic multi-scale slip

heterogeneity a combination of stress heterogeneity

(related to large-scale slip heterogeneity) and fault

roughness (relevant for short-scale slip heterogeneity)

is needed. Stress heterogeneity will also arise from

past slip events on rough faults.

3.2. Parameterizing the Dynamic Source-Time

Function

Let us now examine the local slip rate functions.

Representative examples are shown in Fig. 5 for

model A1. Their overall shape follows the Yoffe-type

source-time function (e.g., Tinti et al. 2005), but

reveals important local variations in terms of sec-

ondary peaks, elongated tails, and a very energetic

onset.

The complexity of the dynamic source-time

functions (henceforth referred to as STF-D) reflects

the space–time variability of the rupture process and

is a source of high-frequency seismic radiation.

Standard source-time functions used in kinematic

ground-motion simulations (boxcar, triangle, cosine)

fall short in reproducing these characteristics. Here,

we use the regularized Yoffe function (Tinti et al.

2005) as a kinematic representation of the dynamic

STF (henceforth STD-Y) to facilitate our statistical

modeling. For each point on the fault, we extract the

STF-Y by applying a temporal window based on

criteria for rupture onset and rupture arrest,

Figure 5
Examples of source-time function (STF-D) from dynamic rupture model A1 given in black overlaid with two alternative fits of the regularized

Yoffe function (Tinti et al. 2005), STF-Y1 and STF-Y2. The plot in the center shows the corresponding points on the fault geometry. The two

kinematic approximations of the dynamic source-time function (STF-D) become increasingly similar with distance from hypocenter
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summarized below, and then estimate the corre-

sponding kinematic source parameters for this STF-

Y.

In fitting the regularized Yoffe function, we

consider two constraints to define rupture arrest,

while rupture onset is identified when slip velocity

first exceeds 0.001 m/s prior to reaching the peak slip

velocity. To define rupture arrest, our first STF

approximation (STF-Y1) is obtained by limiting the

time window to the duration of slip until slip velocity

first falls below 0.001 m/s following the peak slip

velocity. We propose a second alternative, STF-Y2,

based on the constraint that at least 95% of the total

(dynamic) slip is retained. STF-Y1 is hence slip rate

constrained, while STF-Y2 also slip-preserving. In

each case, the fitting is achieved by a grid search over

the model parameters.

Figure 5 presents examples of STF-Y1 and STF-

Y2 for selected points of model A1. Complicated

STFs that exhibit multiple slip episodes are repro-

duced by Yoffe functions that appear as skewed

triangle STFs or even a cosine-type STFs. In contrast,

peaked dynamic STF appears as Yoffe functions with

a short rise toward the peak slip rate. This behavior

has been described also by Tinti et al. (2005) who

define the duration of the initial rise as the acceler-

ation time, Tacc.

Computing the total moment rate function from

the fitted Yoffe-like STFs for model A1, we find that

STF-Y1 retains *86% of the total seismic moment

of the dynamic rupture, while it is *97% when using

STF-Y2; in both cases, the shape of the moment rate

function is well preserved (Figure S1). Consequently,

we adopt the second approximation to generate

simplified kinematic rupture models for further

analysis. To better understand the effects of the two

STF approximations on the overall kinematic source

parameters, and subsequently the resulting ground

motions, we compare the statistics of the kinematic

parameters given by the different versions of the

STF-Y with respect to those given by the STF-D

(Figure S2). While the spatial distribution of slip and

its statistical one-point distribution are well preserved

for STF-Y2, we find that the one-point statistics (i.e.,

the histograms) of peak slip rate are more strongly

affected. Applying the Yoffe function regularization

retains the spatial structure of the peak slip rate

distribution, but filters very high values. We remark

that this in fact is a desired consequence of the

kinematic rupture model approximation, as it par-

tially mimics the effects that velocity strengthening

or plasticity would have on the dynamic rupture

process, leading to a strong slip rate reduction (e.g.,

Andrews 2005; Gabriel et al. 2013).

4. Ground Motions for Simplified Kinematic Rupture

Models

Our goal is to develop a pseudo-dynamic source

characterization that encapsulates the effects of rup-

ture dynamics on rough faults into an effective

kinematic rupture representation that replicates the

near-field ground motions. We examine how the

certain geometrical features of rough faults can be

simplified, and how this simplification affects the

seismic radiation. We also quantify how simplifying

the dynamic source-time function (STF-D) to an

effective kinematic representation (STF-Y1 or STF-

Y2) changes ground-motion characteristics. Kaeser

and Gallovic (2008) examined effects of non-planar

kinematic earthquake ruptures on near-field ground

motions by comparing to their equivalent planar ones.

They find that geometrical irregularities lead to

increased high-frequency radiation, while some

effects on lower frequencies are observed as well.

They show that correctly incorporating local strike

and dip variations of the rupture surface is important

for near-source shaking simulations. However, their

work is based entirely on pre-specified kinematic

rupture models, and thus, dynamic rupture effects due

fault-surface complexities are not represented.

To examine the effects of local strike, dip, and

rake, as well as the off-fault position of the slip rate

(moment rate) function, we define four additional

geometrical configurations (Fig. 6). These four geo-

metrical parameterizations, denoted ‘‘full,’’ ‘‘topo,’’

‘‘flat,’’ and ‘‘plan,’’ are defined as follows: (a) ‘‘full’’

contains the full roughness information (off-fault

position, strike, dip, and rake) of the local slip vector;

(b) ‘‘topo’’ retains the off-fault position (distance

from the planar fault), but strike, rake, and dip are

fixed to the corresponding values for the average

plane and slip vector direction; (c) ‘‘flat’’ is a planar
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fault representation (off-fault position ignored), but

strike, rake, and dip of the local moment tensor are

respected; and (d) ‘‘plan’’ is the simplest planar rep-

resentation in which the off-fault position is ignored,

and strike, rake, and dip of moment tensor are fixed

as for ‘‘topo.’’

To illustrate how fault roughness affects the local

moment tensor orientation, Fig. 7 shows spatial on-

fault distributions of strike, dip, and rake for models

A1 and B1, together with the probability density

functions for A1 and B1, as well as for all 21 models

(Table 1). Because strike and dip are determined

solely by fault roughness, their almost perfect normal

distributions are related to the one-point statistics of

the normally distributed random fields of roughness.

On the other hand, the local slip direction (rake

angle) is a result of the dynamic simulations and

reveals strong heterogeneity in the spatial rake

distributions.

To create the complete geometrical description of

a kinematic source, the distributions of strike, dip,

and rake angles are needed. Strike and dip can be

computed directly for a given/chosen fault roughness.

However, the rake angles are determined by the

dynamic rupture process and hence need to be

derived from other source quantities. Figure 7 reveals

pronounced anti-correlation between the spatial dis-

tributions of rake and dip, which is further illustrated

in Figure S3. We therefore propose to approximate

the spatial distribution of rake based on the normal-

ized low-pass-filtered variations in dip, as

kðx; yÞ ¼ �C½dðx; y � �dÞ�, where kðx; yÞ is the

approximated rake, dðx; yÞ is the low-pass-filtered dip

angle distribution, and �d is the average fault dip (90�
in this case). The negative sign denotes the anti-

correlation, and C is a normalizing constant com-

puted from the condition to preserve the standard

deviation (r) of the dip angle, that is C ¼ rðdÞ=rðkÞ.
Through trial-and-error, we determine that a Gaus-

sian filter with a standard deviation of 500 m and

corresponding filter width of 2000 m provides an

adequate approximation (Fig. 7, bottom row).

Figure 6
Conceptual figure to illustrate our nomenclature to describe the rough-fault moment tensor position and orientation. Top-left shows an

example rough-fault realization in which each individual patch can be described by the standard strike–dip–rake definition of the slip vector

(bottom left). The matrix to the right graphically indicates the use of the roughness information: ‘‘full’’ considers the off-fault position as well

as strike, rake, and dip of local slip vector; ‘‘topo’’ considers only its topographic position (off-fault position accounted for; strike, rake, and

dip fixed); ‘‘flat’’ considers a flattened representation (off-fault position ignored; strike, rake, and dip of moment tensor accounted for); ‘‘plan’’

uses the simplest planar representation (off-fault position ignored; strike, rake, and dip of moment tensor fixed)
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Next, we conduct kinematic ground-motion sim-

ulations for simplified geometrical representations;

later in this study, we also consider the regularized

Yoffe functions STF-Y1 and STF-Y2. These are

compared to the complete dynamic rupture simula-

tions to examine the differences in resulting seismic

waveforms, their Fourier amplitude and response

spectral characteristics, and near-source ShakeMaps

of peak ground velocity (PGV). For the purpose of

this study, the kinematic rupture representation in our

numerical simulations maps the moment density into

a finite set of point sources. This source representa-

tion is therefore not smooth at the scale of the mesh,

and the computed seismic wavefield only becomes

accurate a few mesh points away from the fault.

Correspondingly, we exclude receiver locations less

than 1 km (or 20 grid points) away from the fault

surface projection in our ground-motion analysis.

4.1. Ground-Motion Characteristics for Simplified

Geometrical Representations

Here, we investigate the effects of moment tensor

orientations and off-fault position on the resulting

seismic wavefield from dynamic model A1 and its

corresponding four kinematic models A1-full, A1-

flat, A1-topo, and A1-plan. In these kinematic

models, the dynamic source-time functions (STF-

D’s) are used and mapped onto the simplified

geometric fault representations. To illustrate the

richness in waveform complexity due to the rough-

fault dynamic simulations, we plot in Figs. 8 and 9

Figure 7
Distributions of strike, dip, rake, and approximated rake (top to bottom panels), for model A1 (left), B1 (center) and corresponding

summarizing probability density functions for all 21 models (right). The proxy for rake captures the same spatial pattern as the original rake

resulting from the dynamic simulations, but avoids reproducing small-scale variations. The blue and red curves in the right panels depict the

PDFs for the rake angles for models with roughness realizations of RMS/L = 0.005 and RMS/L = 0.0075, respectively. For comparison, the

corresponding PDFs for model A1 (left column) and B1 (center column) are overlain as bold lines
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velocity and acceleration synthetics, respectively, at

six near-field location (s1–s3, n1–n3, Fig. 1) and

corresponding Fourier amplitude spectra. We recall

that the highest resolved frequency is

fmax * 5.75 Hz. A corresponding analysis using

pseudo-spectral acceleration (PSA) is provided in

Figure S4 of the Electronic Supplement.

Figure 10 then displays synthetic seismograms at

the same six sites for five parameterizations of model

A1: the original dynamic simulation and then by

injecting the local dynamic slip rate functions (STF-

Ds) into kinematic simulations using the geometric

definitions of Fig. 6. Notice the striking waveform

similarity (ground velocity, in m/s), for all three

components on all six stations. The visual compar-

ison shows that all four kinematic sources accurately

reproduce the full dynamic simulation. While this is

expected if the complete moment tensor orientation

and off-fault position is retained (case A1-full), the

waveforms appear also almost identical for the

geometric approximations ‘‘topo,’’ ‘‘flat,’’ and

‘‘plan.’’ We also find that not only the waveforms

are very well reproduced by the approximation

‘‘flat,’’ but also that the Fourier amplitude spectra in

displacement (Figure S5) and acceleration (Figure S6)

exhibit identical shapes following the x-2 model up to

the maximum resolved frequency. Similar results are

obtained for the rougher case B1 comparing

ShakeMaps and waveforms (Figure S7), indicating that

this is not a case-specific finding, but a general feature.

However, subtle differences exist in waveform

shapes and amplitudes, as demonstrated by PGV

ShakeMaps (Fig. 11, showing GMRotD50—the ori-

entation-independent peak ground velocities defined

by Boore et al. 2006—for the two horizontals

components). To further quantify the differences in

waveforms, we examine the wavefield at 214 stations

and calculate the absolute maximum of the cross-

correlations coefficient (C1 in Eq. 1) between the

dynamic and kinematic velocity waveforms, at all

stations and for each component. We also evaluate as

the absolute maximum of autocorrelation (C0) for the

dynamic model (Eq. 2), which is essentially the

squared L2 norm of signal for zero time lag.

C1 ¼ max

Z
f ðsÞ � gðt � sÞds

����
����

� �
; ð1Þ

C0 ¼ max

Z
gðsÞ � gðt � sÞds

����
����

� �
: ð2Þ

In Eqs. (1) and (2), f ðsÞ and gðsÞ represent the

time-dependent velocity waveforms of the kinematic

and dynamic models, respectively. Both C0 and C1

are normalized to maximum values of unity. We then

quantify the relative error (RE) for station i and

component j as

REij ¼
C1� C0

C0
; ð3Þ

and the total relative error for both horizontal com-

ponents as

REi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RE2

EW þ RE2
NS

q
: ð4Þ

Consequently, the relative error will be zero if

waveforms are identical, and near unity if they are

very different. We only use horizontal components in

Eq. (4) since ground-motion prediction equations

largely neglect vertical ground motions. Thus, we

chose an error metric consistent with common

earthquake engineering practice.

The relative error RE for the four kinematic

models with respect to the dynamic rupture model A1

are shown in Fig. 12. We observe smaller errors for

A1-full and A1-flat than for A1-topo and A1-plan;

differences in RE between A1-full and A1-flat are

negligible, except in the extreme forward directivity

direction. Small RE values (mean of 2%, max

RE * 10%) for A1-flat indicate that its wavefield

closely replicates the one of the reference dynamic

model. Statistics of RE values show mean l = 0.02

(standard deviation r = 0.01) for A1-flat, that is,

only a 2% difference in waveforms compared to

dynamic model A1. Approximations A1-topo and

A1-plan have mean RE values l = 0.04 (r = 0.06)

bFigure 8

Velocity waveforms and Fourier amplitude spectra (of displace-

ments) for three components at six different stations (s1–s3, n1–n3,

Fig. 1) for dynamic model A1. Particle velocities (in m/s) are

normalized by the maximum absolute amplitude of the three

components at each station. The displacement spectra depict x-2-

decay high-frequency decay (gray solid line) up to the nominal

highest resolved frequency (f * 5.75 Hz; marked by gray dashed

line)

Accounting for Fault Roughness in Pseudo-Dynamic Ground-Motion Simulations



P. M. Mai et al. Pure Appl. Geophys.



and l = 0.06 (r = 0.08), respectively, indicating

much larger deviation from the dynamic model. Our

analysis of relative errors suggests that moment

tensor orientations are of primary importance on

near-field ground-motion complexity, while the off-

fault position is less important. Therefore, preserving

moment tensor orientations only but mapping the

rupture model onto a flat (planar) fault appears to be

sufficient to reproduce waveforms and shaking levels

of rough-fault dynamic ruptures.

We further quantify the ground-motion differ-

ences based on model bias MB

MBi ¼ ln
PGVkin

PGVdyn

� �
; ð5Þ

where PGVkin and PGVdyn are GMRotD50 of ground

velocities for the kinematic models (A1-full, A1-flat,

A1-topo, or A1-plan) and the dynamic model A1. If

MB = 0, the shaking levels in terms of PGV are

identical; if MB[ 0, the kinematic model generates

higher PGV. The spatial distribution and statistics of

model bias for the four kinematic models are shown

in Fig. 13. Model bias for A1-full and A1-flat (both

preserving the moment tensor orientation) are lower

than for A1-topo and A1-plan, but differences

between A1-full and A1-flat are more pronounced

than between A1-flat and A1-topo or A1-plan. The

spatial structure of the model bias for A1-full corre-

lates with the directivity effect (Fig. 11), while it

appears spatially uncorrelated for the other three

cases. Examining the normalized frequency distri-

bution of model bias reveals a near-zero mean of MB,

but standard deviations that vary from 0.02 to 0.09.

Note that a model bias value of 0.2 indicates PGV

differences of about 22% (Eq. 5). Therefore, MB

standard deviation shows 4% PGV mismatch for A1-

flat compared to PGV variations of 7% (or 9%) for

A1-topo (A1-plan). These observations are consistent

with the above findings based on relative errors.

Next, we test our findings from model A1 with

simulations for model B1 (rougher fault topography,

Table 1) over a larger domain and for more stations

(N = 3350), based on relative error RE and model

bias MB computed only for the most promising

geometric approximation ‘‘flat’’ (Fig. 14). We

observe near-zero relative errors in forward and

backward rupture direction, but higher values per-

pendicular to the fault. The frequency distribution of

relative errors is nearly uniform, with mean l = 0.05

(r = 0.03), which is higher than for A1-flat (Fig. 12).

Zooming into the narrower region around the fault

(black rectangles in Fig. 14) used for analyzing

model A1, the corresponding frequency distributions

of relative errors and model bias (small inset plots)

are more similar to what is observed for A1-flat,

albeit the histograms are broader (i.e., have larger

standard deviation). The analysis of model B1

confirms our observation that the geometrical approx-

imation ‘‘flat’’ for the kinematic source captures the

ground-motion signature of the rough-fault dynamic

rupture. Hence, local moment tensor orientations are

more important for near-source ground motion than

off-fault point-source locations. This suggests that to

properly account for rough-fault effects in kinematic

parameterizations, the off-fault positions of local

moment rate tensors can be neglected, while the

orientations need to be preserved.

4.2. Kinematic Ground-Motion Characteristics

for Variations in Source-Time Function

In the kinematic ground-motion simulations

shown above, local dynamic source-time functions,

STF-D, were applied to define simplified kinematic

rupture models. However, in practice a pseudo-

dynamic source model needs to be specified using a

parametric source-time function for which the prop-

erties of the governing scale or shape parameters can

be obtained from independent empirical relations or

correlation analysis. We therefore use the previously

defined parameterizations of the Yoffe-type source-

time function, STF-Y1 and STF-Y2, to define a next

class of kinematic source models, applying also the

‘‘flat’’ fault approximation that very well reproduces

the seismic wavefield of the dynamic rupture.

Further, we test if the simplified proxy rake,

bFigure 9

Acceleration waveforms and their Fourier amplitude spectra for the

same stations and the same dynamic rupture model shown in

Fig. 8. Particle accelerations (in m/s2) are normalized by maximum

absolute amplitude of the three components at each station. The

Fourier amplitude acceleration spectra rise with increasing fre-

quency, reaching a plateau that continues up to the highest resolved

frequency (f * 5.75 Hz, marked by gray dashed line)
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computed from the dip angle variations of the rough

fault (see above and Fig. 7), provides an adequate and

readily available parameterization for the local

moment tensor orientations.

Figure 15 provides initial insight into the ground-

motion reproducibility using further simplification of

the dynamic rupture models. PGV ShakeMap com-

parison of GMRotD50 for the dynamic source and the

kinematic models with slip rate constrained (STF-Y1)

and slip-preserving source-time functions (STF-Y2)

show that the overall ground-motion patterns are very

similar. Notice also that PGV statistics even for the

2-km-wide swath around the fault trace are very

similar, with PGV values mostly smaller than 1 m/s.

However, the highest PGV values for the kinematic

rupture are smaller due the smoothing effect of STF-

Y1 and STF-Y2 that reduces on-fault peak slip rate

values and slightly modifies the slip rate histograms

(Figure S2). Further simplification of the kinematic

source by applying also the proxy rake approximation

has little effect compared to just using STF-Y2 with

the complete moment tensor orientation information.

Another interesting and important observation is that

the similarity in waveforms and hence PGV values

increases with growing distance from the epicenter

(Fig. 16). We attribute this behavior to more complex

on-fault source-time functions in the hypocentral

region (Fig. 5) that are not well reproduced by either

STF-Y1 or STF-Y2.

Further support to our observation that source-

time function STF-Y2, coupled with a dip angle-

based approximation of the rake angle distribution

(‘‘proxy rake’’), reproduces not only the overall

ground-motion patterns but also the seismic wave-

forms is given by the examples of rupture models D1i

bFigure 10

Examples of seismograms for the five different rupture character-

izations: A1, A1-full, A1-flat, A1-topo, and A1-plan (numbered

1–5, respectively) for three components at six different stations

(s1–s3, n1–n3; Fig. 1). Particle velocities (in m/s) are normalized

by maximum absolute amplitude of all three components at any

given station. Notice that all five simulations provide very similar

results, indicating that rough-fault simulations are well reproduced

by simplifying the small-scale fault plane complexity according to

the geometry approximation in Fig. 6

Figure 11
ShakeMaps of PGV, computed as GMRotD50 of the two horizontal components, for dynamic rupture scenario A1, and three kinematic

models ‘‘topo,’’ ‘‘flat,’’ and ‘‘plan.’’ The black star marks the hypocenter, the black line denotes the surface projection of the top edge of the

fault, the color scale for PGV is given in m/s. Notice the strong shaking close to the fault, as well as the directivity effect in the forward

direction of rupture propagation. These ShakeMaps illustrate the strong ground-motion similarities for all cases; however, we note that while

planar representation A1-flat preserves asymmetric PGV distribution, A1-plan generates a symmetric shaking pattern
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and F1 (Table 1), shown in Figures S8 and S9

(Electronic Supplement). We also find that the near-

fault Fourier amplitude spectra (in displacement) for

the dynamic source models and their kinematic

approximations follow an x-2-decay up to the highest

resolved frequency (f * 5.75 Hz), with only minor

spectral differences near this limiting frequency

(Figures S10–S12).

5. Correlation of Kinematic Source Parameters

Pseudo-dynamic (PD) source modeling is based

on the assumption that physical and/or empirical

relations can be developed that link kinematic source

properties to known or synthesized rupture quantities.

For example, slip heterogeneity can be modeled as

spatial random field, showing fractal behavior (in

case the k-2 model is invoked, e.g., Frankel 1991;

Herrero and Bernard 1994; Gallovič and Brokešová

2004; Ruiz et al. 2015) following a von Karman

distribution (e.g., Mai and Beroza 2002) or similar

distributions (Lavallee et al. 2006; Gusev 2011).

Linking the rise time and/or rupture speed (or varia-

tions thereof) to slip is a common approach in

pseudo-dynamic approximations (e.g., Guatteri et al.

2004; Schmedes et al. 2010, 2013; Song et al. 2013;

Graves and Pitarka 2016).

PD modeling typically starts by simulating a

heterogeneous slip distribution over the assumed

rupture area (whose dimensions may be constrained

from source scaling relations for a specific target

magnitude or specified through geological/geophysi-

cal data). Slip heterogeneity can then be modeled as a

constrained random field, assuming for instance a von

Karman distribution (using its power spectral density

in the Fourier domain) with magnitude-dependent

correlation length and the power spectral decay at

high wave numbers k. An alternative slip hetero-

geneity characterization uses a fractal model with a

k-2 decay. Without further constraints, the resulting

one-point statistics of on-fault slip values then obey

Gaussian statistics, centered at the average fault slip.

However, it has been argued that normally distributed

slip might not be appropriate for real earthquakes

(Lavallee et al. 2006; Gusev 2011; Song and Dalguer

2013), while a recent study shows that slip statistics

from source inversion results are best described by a

truncated exponential distribution (Thingbaijam and

Mai 2016).

Once the total slip on the fault is synthesized, the

remaining kinematic source parameters need to be

quantified, that is, rupture velocity and rise time,

where the particular definition of rise time depends

on the selected source-time function. Additional

quantities may be needed, for instance the peak slip

velocity on the fault (PSV) or the time between

rupture onset and when the peak slip rate is reached

(called ‘‘acceleration time’’ by Tinti et al. 2005).

Since static stress change in the fault is linked to

dynamic source properties, but can also be easily

computed from fault slip (Ripperger and Mai 2004),

it is often used in PD modeling (e.g., Guatteri et al.

2004). Final slip, static stress drop as well as corre-

lations among rupture quantities are then used to

generate a complete set of kinematic source param-

eters needed for ground-motion simulations (Guatteri

et al. 2004; Schmedes et al. 2010; Mena et al. 2012;

Song et al. 2013).

To examine how our rough fault dynamic rupture

simulations may help improving pseudo-dynamic

rupture characterizations, we briefly investigate the

spatial interdependence of the kinematic source

parameters extracted from the dynamic rupture

models. In our analysis, we exclude the nucleation

zone, and also points on the fault associated with

locally occurring super-shear rupture speed. Further-

more, we extract the kinematic source quantities from

the dynamic source-time function (STF-D) and from

the slip-preserving Yoffe-type approximation STF-

Y2. Figure 17 shows point densities for dynamic

model A1, applying both STF-D and STF-Y2, when

plotting slip against rise time, slip against rupture

velocity, and peak slip velocity (PSV) against rupture

velocity. We observe a nonlinear monotonic

bFigure 12

a Maps of relative error (RE) for four kinematic models with

respect to the dynamic model, indicating that A1-full and A1-flat

well approximate the shaking levels of the dynamic rupture model

A1. The black line denotes the surface projection of the top edge of

the fault, the star shows the epicenter position. Very near-fault sites

within the gray shaded area are not considered for computing the

relative error. b Normalized frequency distributions of relative

errors, normalized by total number of stations (N = 214)
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relationship between final slip and rise time. Longer

rise times for a given slip value are found only for a

small number of points on the fault, corresponding to

STF-D’s with trailing low-velocity slip (Fig. 5). No

correlation exists between final slip and rupture

velocity, but we find a positive correlation between

peak slip velocity and rupture velocity. Applying the

STF-Y2 approximation compresses the point densi-

ties and sharpens the nonlinear scaling between slip

and rise time and between peak slip velocity and

rupture velocity.

To further explore such correlations between

kinematic parameters, Fig. 18 displays log–log scat-

ter plots between slip, peak slip velocity, rise time,

rupture velocity, and acceleration time, extracted

from the on-fault STF-D’s for model A1. Here, we

indicate also the correlation coefficient and the slope

of a line, applying an orthogonal regression on the

data only if the correlation coefficient is above 0.4 or

below -0.4. The corresponding plot using STF-Y2 is

bFigure 13

a Maps of model bias for four kinematic models with respect to the

dynamic model, documenting that A1-full and A1-flat reproduce

the shaking levels of the dynamic rupture model A1. The black line

denotes the surface projection of the top edge of the fault; the star

shows the epicenter position. Very near-fault sites within the gray

shaded area are not considered for computing the model bias.

b Normalized frequency distributions of relative errors, normalized

by total number of stations (N = 214)

Figure 14
Ground-motion comparison for model B1 and B1-flat, showing a the map of relative error and its normalized frequency distribution, and b the

map of model bias and its normalized frequency distribution. The relative error and model bias frequencies are normalized by total number of

stations (N = 3350). The black line marks the fault trace; the star shows the epicenter position. Sites within the gray shaded area around the

fault are not considered for computing the absolute error and model bias (see text for details). The histograms insets show the normalized

frequency distribution for RE and MB values in the small region around the fault (black rectangle) that is identical to the area analyzed for

model A1 in Figs. 12 and 13
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shown in the Electronic Supplement (Figure S13).

We observe strong correlation with slip and rise time,

but all other parameters are uncorrelated to slip. Rise

time is anti-correlated to peak slip velocity, but

weakly correlates with acceleration time. The stron-

gest correlations (or anti-correlations) are found

between rupture velocity, acceleration time and peak

slip rate, in that high rupture speed leads to a short

acceleration time and high peak slip velocity. These

observations are qualitatively consistent with previ-

ous studies on dynamic ruptures on planar faults

using different friction laws and/or inhomogeneous

initial stress (Day 1982; Bizzarri 2012; Song and

Dalguer 2013), and including plasticity (Gabriel et al.

2013).

To understand these observed correlations, we

explore the shape of source-time functions in the context

of the dynamic rupture process. Due to the rapid

breakdown process at the crack tip, dynamic source-

time functions generally show a sharp increase in slip

velocity until the peak slip rate is reached. After peak

slip is reached, a rapid decline occurs that transitions

into a slow decay as the crack is sliding at the dynamic

friction level. During the initial acceleration time, slip

velocity increases almost linearly; therefore, a linear

correlation can be expected between peak slip velocity

and the acceleration time. The power law decay of slip

velocity will result in a nonlinear relationship between

final slip and rise time. Given the nonlinearity of the

dynamic STFs, it is unlikely that slip correlates with

either peak slip velocity or acceleration time. Note also

that the physical processes during rupture that govern

the decreasing slip velocity from its peak are signifi-

cantly different from those controlling the initial rise of

slip. Rupture velocity does not directly affect rupture

arrest and hence does not correlate with rise time or final

slip. Furthermore, by definition acceleration time is

limited by rise time, which becomes important espe-

cially for shorter rise time.This effect could introduce an

apparent positive correlation between the two parame-

ters. Consequently, peak slip velocity may appear

negatively correlated with rise time.

It is beyond the scope of this study to conduct

further statistical analyses of all possible correlations

between the kinematic source parameters extracted

from the dynamic rupture simulations we have pre-

sented here (Table 1). This analysis is currently being

undertaken and will be the focus of a forthcoming

Figure 15
ShakeMap comparison of GMRotD50 of PGV for the dynamic source and kinematic sources with slip rate constrained (STF-Y1) and slip-

preserving source-time functions (STF-Y2). For STF-Y2, we also present results with the approximated on-fault rake distribution (Fig. 7). The

insets show PGV histograms for the region inside the dotted rectangle that covers a 2-km-wide swath around the fault trace. Even very close

to the fault, PGV values are largely smaller than 1 m/s. Note the overall similarity in ground-motion patterns and PGV statistics
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publication. However, it is interesting to point out

that the strong (anti-) correlations among the tem-

poral source parameters (rise time, rupture speed,

acceleration time) and peak slip rate help to define the

characteristics of the source-time function from

which then the total slip can be constrained. We

hypothesize that relating the spatial on-fault distri-

bution of the kinematic source properties back to the

underlying roughness patterns (e.g., Trugman and

Dunham 2014) will help to develop a more compre-

hensive and physically self-consistent pseudo-

dynamic rupture characterization.

6. Discussion

The results shown are based on numerically

simulating the dynamic rupture process and its

associated near-field seismic radiation for several

realizations of fractally rough fault surfaces. We

deliberately neglect other physical processes and

features of real earthquakes to isolate the effects of

fault roughness. For instance, larger-scale fault seg-

mentation has been shown to strongly affect rupture

dynamics and resulting shaking (e.g., Aochi and

Madariaga 2003; Aochi and Douglas 2006; Oglesby

et al. 2008; Oglesby and Mai 2012; Aochi and Ulrich

2015). Combining fault roughness with fault seg-

mentation would be a natural extension of the work

presented here. We have also ignored variations in

Earth structure and Earth’s surface topography to not

obfuscate source effects with intricate wave propa-

gation effects due to seismic scattering (e.g., Hartzell

et al. 2010; Imperatori and Mai 2013, 2015; Graves

and Pitarka 2016). Spatially variable initial stress

(e.g., Ripperger et al. 2007) is not considered either,

like any other variability in the initial conditions for

rupture (e.g., friction, slip-weakening distance, rock

Figure 16
Velocity seismograms (in m/s) for the dynamic rupture model A1 (black) and the approximate kinematic source based on the STF-Y2 source-

time functions and the proxy rake on a flat fault. Notice the waveform similarity and comparable peak ground velocities of the highly

simplified kinematic source (see also Fig. 15). We find that waveform similarity increases with growing distance from the epicenter, due to

more complex source-time functions in the hypocentral region
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strength, or 3D fault zone structure). We have also

restricted ourselves to strike-slip scenarios of mag-

nitude M * 7 on a rupture plane of 30 km 9 15 km,

thus limiting the ability of the rupture to transition to

super-shear rupture speeds. Thus, our results cannot

be immediately extended/applied to very large (or

long) strike-slip scenarios that are more prone to

exhibit super-shear rupture velocity (e.g., Gabriel

et al. 2012).

We remark that presently our rough-fault dynamic

simulations do not reproduce the slip heterogeneity seen

in finite-fault inversion. Instead of generating isolated

strong slip patches, the dynamic simulations lead to slip

maps resembling the underlying roughness pattern.

When assuming spatially variable stress (e.g., Oglesby

and Day 2002; Ripperger et al. 2007; Schmedes et al.

2010), the dynamic rupture simulations lead to complex

rupture propagation, but rather smooth final on-fault

slip. We conjecture that multi-scale roughness and/or

stress heterogeneity is needed to reproduce slip vari-

ability as seen in fault slip inversions.

The ground-motion levels generated by our sim-

ulations generally capture the expected behavior in

terms of median and standard deviation when com-

pared to a ground-motion prediction equation (e.g.,

Boore and Atkinson 2008; Figure S14), despite the

simplifications and approximations in the modeling

parameterization. However, we note that PGV values

(in terms of GMRotD50) are particularly high in the

very-fault region, while ground-motion variability

appears to be distance-dependent, as reported in

recent studies (Rodriguez-Marek et al. 2013; Vyas

et al. 2016). We find largest PGV amplitudes very

close to the surface trace of the fault (typically less

then *1 km away), reaching locally values of

*3 m/s (e.g., Figs. 11, 15, S8, S9). These are higher

values than reported by Anderson (2012) for a global

near-source strong-motion dataset that suggests peak

ground velocities are mostly below *2 m/s. Because

strong-motion databases are still limited in the very

near-fault region, the sampling bias for real earth-

quakes may contribute to this discrepancy. However,

very large near-field motions in our simulations are

partially also an effect of omitting seismic scattering

that leads to a reduction and redistribution of peak

motions (e.g., Imperatori and Mai 2013, 2015).

Figure 17
(Top panels) Correlations of kinematic source parameters obtained directly from dynamic rupture model A1 using its STF-D, showing total

slip versus rise time (left), total slip versus local rupture velocity (center), and peak slip velocity versus rupture velocity (right). Data point

density is given by the color bar. (Bottom panel) Same as above, but using the kinematic source-time function approximation STF-Y2

P. M. Mai et al. Pure Appl. Geophys.



In this study, plastic deformation in the medium is

not included; likewise, we do not account for visco-

elastic attenuation. We also use a simple linear slip-

weakening friction law, instead of a more realistic

rate-and-state law. Dunham et al. (2011) and Shi and

Day (2013) discuss the importance of off-fault plas-

ticity and strongly rate-weakening friction for

simulating rough-fault dynamic ruptures. Roten et al.

(2014) document the effects of fault zone plasticity

and attenuation on ground motions. However, we

conjecture that the overall rupture evolution and the

ground motions will not change dramatically if off-

fault plasticity is included. To justify this, we esti-

mated the spatial extent and duration of plastic

yielding by evaluating the Mohr–Coulomb failure

criterion at points near the fault on the free surface.

Figure 18
Correlation analysis between kinematic rupture parameters, extracted from the dynamic source-time functions (STF-Ds). Final slip correlates

positively with rise time, but does not correlate with rupture velocity, acceleration time, and peak slip velocity. Rise time does not correlate

with rupture velocity, but exhibits positive correlation with acceleration time and negative correlation with peak slip velocity. Rupture

velocity correlates positively with peak slip velocity and negatively with acceleration time. Acceleration time shows negative correlation with

peak slip velocity. Black numbers (top right corner in each panel) indicate the correlation coefficient; the red values (bottom left corner) states

the slope of the regression line (in red) obtained from an orthogonal least-squares regression fit
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We set cohesion to zero and chose an internal friction

coefficient of 0.7, which is only slightly higher than

the static friction coefficient on the fault. The results

of this computation (Electronic Supplement, Fig-

ure S15) imply that yielding would be confined to

fault-perpendicular distances less than *1 km, with

the yield criterion being violated only for about 0.5 s

(exceeding 1 s only at few points) near the propa-

gating rupture front. This observation leads us to

conclude that our overall findings are not affected by

omitting plasticity.

To examine further how plasticity may affect the

ground motions, we conduct a set of simulations in

which the on-fault slip rates are clipped at 6 m/s, using

an approach similar to Andrews (2005). We apply the

‘‘flat-fault’’ approximation and the proxy rake, but

insert the dynamic source-time functions (STF-D),

limited to a peak slip rate of 6 m/s, into the kinematic

simulations. We find that PGV reductions are confined

to a small area near the fault. The ShakeMaps are

virtually indistinguishable, while seismic waveforms

at stations s1–s3 and n1–n3, located 4 km away from

the fault, remain essentially unaffected by the artifi-

cially reduced slip rates (Electronic Supplement,

Figures S16–S18, showing simulations for models A1,

D1i, and F1 with clipped slip rate). This test also

provides further support that the smoothed source-time

function STF-Y2, for which on-fault peak slip rates are

reduced by *10–25% (for models A1, D1i, F1),

together with a flat-fault representation that honors the

moment tensor orientation, are well suited to develop a

new pseudo-dynamic rupture modeling method.

7. Conclusions

The surfaces of natural faults are characterized by

out-of-plane topographic variations (so-called

roughness) across a broad spectrum of lengths scales.

Fault roughness strongly influences the dynamic

rupture process, and with that also the resulting near-

source seismic wavefield. Through dynamic rupture

simulations, we investigate how different roughness

parameterizations affect rupture evolution. Keeping

all modeling parameters identical but inducing a

small increase in roughness profoundly alters the

rupture propagation and distribution of peak slip rates

(e.g., compare models A1 and B1, Table 1; Figs. 3,

4), and consequently also the near-field ground

motions. We find that the roughness-induced rupture

incoherence naturally generates high-frequency radi-

ation that follows an x-2-decay. Therefore,

broadband ground-motion simulations for earthquake

engineering applications could profit greatly by

including fault roughness, as it directly creates the

desired ground-motion characteristics over the fre-

quency range of interest in a fully physics-based

approach.

However, dynamic rupture simulations are com-

putationally expensive. We therefore test several

planar fault kinematic source representations

designed to emulate the observed dynamic behavior.

Our results demonstrate that rough-fault source

dynamics can be approximated in kinematic ground-

motion simulations by retaining the moment tensor

orientations but neglecting their off-fault positions.

This is an important conclusion, because planar fault

kinematic simulations are not only computationally

simpler and cheaper, but there are also many well-

tested and calibrated forward modeling codes for this

purpose.

Testing various approximations to the local on-

fault source-time functions of the dynamic simula-

tions (STF-D), we define two Yoffe-type slip rate

functions, STF-Y1 (slip rate constrained) and STF-

Y2 (slip-preserving). Both STF-Y approximations

reproduce the near-source seismic wavefield gener-

ated by the dynamic simulations, although the

performance of STF-Y2 is statistically slightly

preferable.

Finally, we observe that dynamic rake angle

variations are anti-correlated to local dip angles,

leading us to develop the ‘‘proxy rake’’ characteri-

zation using a low-pass-filtered and scaled dip angle

distribution. Importantly, the ground motions result-

ing from corresponding ‘‘flat-fault proxy rake’’

kinematic simulations still very well reproduce the

dynamically generated seismic wavefield.

In summary, our findings pave the way for a new

pseudo-dynamic rupture modeling approach that

captures effects of rough-fault source dynamics.

Honoring the moment tensor orientations but

neglecting their off-fault positions, and combining

the known strike and dip angles with the dip angle

P. M. Mai et al. Pure Appl. Geophys.



constrained ‘‘proxy rake’’ provides a very effective

flat-fault characterization for kinematic ground-mo-

tion simulations. In addition, the slip-preserving

Yoffe-type source-time function (STF-Y2) captures

the essential features of the dynamic source-time

function, whereby peak values of slip rate are reduced

which appears to mimic plasticity effects on ground

motions (reduction of near-fault shaking). Finally, we

remark that our proposed kinematic rupture approx-

imations do not change the frequency content of the

radiated seismic wavefield (compared to the dynamic

simulations), and therefore faciliates cost-effective

broadband ground-motion computations for realistic

simulation-based seismic hazard assessment.
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